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Abstract

With the malicious use and dissemination of multi-modal
deepfake videos, researchers start to investigate multi-modal
deepfake detection. Unfortunately, most of the existing meth-
ods tune all the parameters of the deep network with lim-
ited speech video datasets and are trained under coarse-
grained consistency supervision, which hinders their general-
ization ability in practical scenarios. To solve these problems,
in this paper, we propose the first multi-task audio-visual
prompt learning method for multi-modal deepfake video de-
tection, by exploiting multiple foundation models. Specifi-
cally, we construct a two-stream multi-task learning archi-
tecture and propose sequential visual prompts and short-time
audio prompts to extract multi-modal features, which are
aligned at the frame level and utilized in subsequent fine-
grained feature matching and fusion. Due to the natural align-
ment of visual content and audio signal in real data, we pro-
pose a frame-level cross-modal feature matching loss func-
tion to learn the fine-grained audio-visual consistency. Com-
prehensive experiments demonstrate the effectiveness and su-
perior generalization ability of our method against the state-
of-the-art methods.

Introduction
Benefiting from the advances in deep learning technology,
malicious users can easily utilize DNN based generation
techniques, such as faceswap1 and SV2TTS (Jia et al. 2018),
to generate visual or audio content for producing deep
forged videos, which is also known as deepfakes, without
requiring too much professional knowledge. These deepfake
videos, which may be maliciously applied in fabricating po-
litical rumors2 and spreading misinformation3, can induce
severe social problems and trust issues.

In real scenarios, since the majority of deepfake videos
possess both the visual and audio signals to jointly con-
vey information, these multi-modal deepfake data can be
briefly produced via different types of manipulations, in-
cluding visual-only manipulations, audio-only manipula-
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1https://faceswap.dev/
2https://www.youtube.com/watch?v=30NvDC1zcL8
3https://www.youtube.com/watch?v=3wVpVH0Wa6E

Figure 1: Overviews of multi-modal joint learning deepfake
video detection methods. a) Previous methods usually tune
all the visual and audio network parameters and some meth-
ods only consider audio-visual consistency to make the pre-
diction. b) Our method proposes visual and audio prompts to
adapt different foundation models to multi-modal deepfake
video detection in a multi-task learning manner.

tions, misalignment manipulations and visual-audio manip-
ulations. Under such circumstances, uni-modal deepfake de-
tection techniques (Rossler et al. 2019; Shiohara and Ya-
masaki 2022; Haliassos et al. 2022; Xu et al. 2023) only fo-
cus on predicting the authenticity of the visual content, even
though some methods (Haliassos et al. 2021, 2022) employ
audio signals to learn high-level semantic irregularities in
lip movements. They are less suitable for combating various
types of multi-modal deepfake videos, such as real visual
content with fake audio. Therefore, multi-modal deepfake
detection has received increasing attention in recent years.

Based on the uni-modal deepfake detection methods,
some approaches (Khalid et al. 2021a; Ilyas, Javed, and
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Malik 2023) employ ensemble strategies, which directly
combine the audio and visual prediction results, to de-
tect deepfake videos. However, these methods tend to con-
sider each modality independently. Thus, they have ig-
nored the relationships between audio and visual content.
Many researchers have realized that there exists the audio-
visual consistency, such as the natural alignment between
lip movement and spoken phoneme, which can be uti-
lized to improve the detection performance. Therefore, a
series of multi-modal joint learning approaches combined
with audio-visual consistency constraints are proposed, in-
cluding employing phoneme-viseme mismatches for spe-
cific pronunciation (Agarwal et al. 2020), introducing con-
trastive learning (Chugh et al. 2020; Zou et al. 2024), de-
signing a novel multi-modal network architecture (Yang
et al. 2023), and utilizing audio-visual feature representation
learning (Oorloff et al. 2024).

Unfortunately, all the parameters of the above methods
are tuned on limited speech video datasets, which hinders
their generalization ability in practical scenarios. Besides,
a certain number of methods (Mittal et al. 2020; Oorloff
et al. 2024) focus on exploiting audio-visual inconsistencies
to classify the multi-modal video yet ignoring the forgery
artifacts within the forged modality. This mechanism tends
to give less satisfactory performance when the audio-visual
signals have high consistencies. Although other methods
have considered the intra-modal forgery artifacts, they uti-
lize learnable feature extractors to encode the raw input data
directly under the supervision of standard classification loss
function, which is less effective in capturing the forgery cues
within data processing units according to the characteristic
of the input modality (e.g., audio deepfake feature within
time windows or visual deepfake feature within frames).
In addition, existing methods only construct the contrastive
learning loss at the segment level, which prevents them from
learning fine-grained frame-level consistency features. If the
attackers generate lip-sync deepfake data, the coarse features
may not be able to precisely model the slight inconsistencies
in the forged videos.

To resolve the above problems, in this paper, we pro-
pose a multi-modal deepfake detection method, named
multi-modal deepfake detection via multi-task audio-visual
prompt learning, by exploiting foundation models and con-
sidering both the intra-modality artifacts and inter-modality
consistencies, to extract detection features which are suit-
able for detecting different types of manipulations in multi-
modal deepfakes with better generalization ability. The
overviews of our method and the previous methods are
shown in Fig. 1.

Specifically, we construct a two-stream multi-task learn-
ing architecture and exploit multiple foundation models
(FMs), which possess superior generalization abilities (Rad-
ford et al. 2021; Zhou et al. 2022; Cheng, Liang, and
Tan 2024) than common DNNs, to improve the general-
ization ability hindered by insufficient training data and
extract multi-modal detection features. To effectively fine-
tune the foundation models with limited multi-modal deep-
fake data, we propose sequential visual prompts and short-
time audio prompts. These proposed multi-modal prompts

not only consider the intra-modality artifacts, but also con-
tribute to the learning of natural audio-visual synchroniza-
tions. For the visual branch, since its inputs are sequential
frames (images), we exploit the visual foundation model
(e.g., CLIP (Radford et al. 2021)) as our backbone net-
work and propose sequential visual prompts, which preserve
the learned information from each encoder layer, to extract
frame-level visual features and can better describe the de-
tection features for deepfake videos. For the audio branch,
to extract the fine-grained phoneme feature, we exploit a
speech recognition foundation model (e.g., Whisper (Rad-
ford et al. 2023)) as the backbone network, and introduce
learnable short-time audio prompts at feature dimension.
This operation captures the audio deepfake cues in a short
time and the learned embeddings can be aligned with the
visual feature at the frame level, which is also beneficial
for the subsequent fine-grained feature matching and fusion.
To synchronize and fuse the visual and audio features, by
improving the existing segment-level contrastive learning
loss, we propose a frame-level cross-modal feature match-
ing loss function, which can extract the fine-grained audio-
visual consistency features.

Our major contributions are summarized as follows:

• To the best of our knowledge, we propose the first multi-
task multi-modal prompt learning method for multi-
modal deepfake detection, by jointly exploiting frozen
visual and audio foundation models, to further learn task-
related knowledge and improve the effectiveness and
generalization ability with the limited deepfake training
data.

• We construct a two-stream multi-task learning architec-
ture to effectively combat the potential different manipu-
lations in multi-modal deepfake videos.

• We propose sequential visual prompts and short-time
audio prompts combined with an effective frame-level
cross-modal feature matching loss function to efficiently
utilize the intra-modality artifacts and learn the fine-
grained audio-visual consistency features.

• Comprehensive experiments demonstrate the effective-
ness and generalization ability of our method against the
state-of-the-art method, and the qualitative analysis il-
lustrates the efficacy of the proposed fine-grained cross-
modal feature matching loss function.

Related Work
Foundation Models and Prompt Learning
In recent years, foundation models, which are trained on di-
verse datasets with a large number of parameters and possess
strong zero-shot capability, have attracted many researchers
to apply them to various downstream tasks. Visual Language
Models (VLM) (e.g., CLIP (Radford et al. 2021)), which
play an important role in foundation models, have been ex-
tensively utilized in many vision tasks, such as semantic
segmentation (Zhang et al. 2024), image denoising (Cheng,
Liang, and Tan 2024), object detection (Vidit, Engilberge,
and Salzmann 2023) and facial-related tasks (Zhao and Pa-
tras 2023; Lin et al. 2024; Zhou, Zhong, and Öztireli 2023).
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In speech processing, benefiting from the large-scale train-
ing data and the supervision of multiple languages and tasks,
the accuracy and robustness of the speech recognition foun-
dation models (e.g., Whisper (Radford et al. 2023)) are
rapidly approaching that of human. Due to the strong visual
and phoneme feature extraction ability of foundation mod-
els, we explore to adopt these visual and audio foundation
models to deepfake video detection.

Inspired by the learnable prompts in the language
model (Li and Liang 2021), a series of methods (Jia et al.
2022; Liu et al. 2024) apply this parameter-efficient fine-
tuning technique to adapt foundation models to downstream
vision and audio tasks. Although these prompts achieve
good performance with a small amount of trainable param-
eters, they only utilize the inherent ability of the founda-
tion models. In this paper, we further propose sequential vi-
sual prompts and short-time audio prompts to extract fine-
grained deepfake embeddings, which are more suitable for
multi-modal deepfake detection.

Deepfake Detection
Visual-related Deepfake Detection Researchers have
conducted extensive studies on visual-related deepfake
video detection (Khan and Dai 2021; Zhang et al. 2022; Tan
et al. 2023), which consider the spatial artifacts as well as
the temporal features. Early approaches explicitly employed
specific sequence-level physiological signals, such as eye
blinking (Li, Chang, and Lyu 2018) and head poses (Yang,
Li, and Lyu 2019). However, these methods only focused
on fixed biometric patterns, and usually ignored the poten-
tial spatial and temporal forgery features. Thus, they quickly
became less effective due to the rapid evolvement of deep-
fake techniques. To address this limitation, a series of meth-
ods (Sabir et al. 2019; Gu et al. 2021, 2022) have been
proposed to adaptively learn the spatial and temporal fea-
tures, by constructing various network architecturess (Zheng
et al. 2021; Xu et al. 2023, 2024), utilizing different learning
strategies (Choi et al. 2024), or employing augmented input
data (Wang et al. 2023).

Audio-visual Deepfake Detection Recently, (Khalid et al.
2021b) noticed the potential harms of the generated multi-
modal content and introduced a novel audio-visual multi-
modal deepfake dataset (FakeAVCeleb), which contains all
possible combinations of audio and visual deepfake forg-
eries. To detect these different types of multi-modal ma-
nipulations, some approaches (Khalid et al. 2021a) utilize
the ensemble-based strategy, which processes each modal-
ity separately yet ignores the relationships between au-
dio and visual content. To address this limitation, many
researchers (Mittal et al. 2020; Chugh et al. 2020; Zou
et al. 2024) employ multi-modal joint learning and introduce
audio-visual consistency constraints. AVFF (Oorloff et al.
2024) proposes a two-stage cross-modal learning method for
audio-visual representation learning and deepfake classifi-
cation. AVoid-DF (Yang et al. 2023) constructs a temporal-
spatial encoder and a multi-modal joint decoder to extract
and fuse the multi-modal features. (Salvi et al. 2023) uti-
lizes frozen DNNs to extract visual and audio features

and discusses various audio-visual feature fusion strategies.
Multimodaltrace (Raza and Malik 2023) reformulates the
multi-modal deepfake detection as a multi-label classifica-
tion problem.

In general, the visual-related methods only utilize uni-
modal cues, i.e., they can hardly utilize multi-modal infor-
mation. On the other hand, most of the existing multi-modal
methods tune all the parameters on limited datasets and can-
not extract fine-grained audio-visual consistency features,
which hinder the improvement of performance and gener-
alization. To solve these problems, we propose two prompts
to adapt foundation models, which posses superior general-
ization ability, to deepfake detection, and propose a frame-
level cross-modal feature matching loss function to learn the
fine-grained audio-visual consistency features.

Backgrounds
Since we adopt CLIP (Radford et al. 2021) and Whis-
per (Radford et al. 2023) as the foundation models in our
method, a brief introduction to these two models is provided
in this section.

As a typical Vision-Language Model, CLIP utilizes an
image encoder and a text encoder to transform images and
text into a joint embedding space. In this paper, the image
encoder of CLIP is utilized to extract the visual features.
Therefore, the details of this encoder are presented here.

Given an input image xv ∈ RC×H×W , where C,H,W
are the number of channels, height and width, the image en-
coder firstly divides it into N patches with the size of p× p,
{xi

v ∈ RC×p×p|i = 1, 2, ...N}. Then it performs a linear
projection to embed each patch to Dv dimensions, as

E0
v = [Ex1

v ,Ex
2
v , . . . ,Ex

N
v ],E ∈ RDv×(C·p·p), (1)

where E0
v ∈ RN×Dv represents the image embedding, E

stands for the linear projection parameters, and [·, ·] refers
to concatenation along the token length dimension. Then, a
learnable classification token z0vcls

∈ R1×Dv is prepended
and a positional embedding pv is added to the token se-
quence, as

z0v = [z0vcls
,E0

v ] + pv, (2)

where z0v ∈ R(N+1)×Dv refers to the feature fed into the
first transformer layer L1

v . The output of the previous layer
zl−1
v is then input to the next transformer layer Ll

v , which
can be formulated as

zlv = Ll
v(z

l−1
v ), l = 1...Lv, (3)

where l denotes the index of the transformer layer and Lv

is the number of layers in the image encoder. The output of
the classification token in the last layer zLv

vcls
represents the

feature embedding of the input image.
Whisper, which is utilized as our audio foundation model,

is an excellent transformer-based sequence-to-sequence
speech recognition foundation model. Since we adopt the
encoder of Whisper, it is briefly introduced here.

The input audio is firstly transformed into a log-mel spec-
trogram xa ∈ RNm×Nt , where Nm and Nt are the number
of channels and tokens in the spectrogram. Then, a 1D con-
volution module is applied to project the spectrogram from
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Figure 2: Overview of our proposed multi-modal deepfake detection via multi-task audio-visual prompt learning. For each
visual frame, we inject learnable visual prompts before being input to the next layer while maintaining the existing injected
prompts in the previous layers. In the audio branch, we inject short-time audio prompts, which are concatenated with other
embeddings along the feature dimension. After feature alignment, the audio and visual features are fused to make a prediction
with the help of the frame-level cross-modal feature matching (CMFM) loss function.

Nm channels to Da channels. Similar to CLIP, a positional
embedding pa is introduced, as

z0a = ConvModule(xa) + pa, (4)

where z0a ∈ R
Nt
2 ×Da is the audio embedding. Then, the

transformer layers Ll
a are adopted to process the audio em-

bedding zl−1
a , via

zla = Ll
a(z

l−1
a ), l = 1...La, (5)

where La is the number of layers in the Whisper encoder.
The encoded embeddings will then be fed to the decoder,
which is not utilized in this paper.

Methodology
In this paper, we propose a multi-modal deepfake detection
method, named multi-modal deepfake detection via multi-
task audio-visual prompt learning, by exploiting foundation
models and considering both the intra-modality artifacts and
inter-modality consistencies. Based on the characteristics
of the visual and audio data, we propose sequential visual
prompts and short-time audio prompts to specifically model
the intra-modality artifacts and inter-modality consistencies.
As shown in Fig. 2, the visual content and the correspond-
ing audio signal are fed into the visual and audio branches,
which consists of frozen foundation models and learnable
prompts, respectively, to extract the multi-modal features.
After feature alignment, we fuse the multi-modal features
to further obtain the fine-grained audio-visual consistency
features, via the help of our frame-level cross-modal feature
matching loss function. Then, with respect to the final fea-
tures, which contain the uni-modal and consistency informa-
tion, we can predict the authenticity of the input data.

Visual Prompt Learning and Classification
Considering that the input to the visual branch is a sequence
of images, we construct visual prompts for each frame to
learn the fine-grained visual features. Compared to the orig-
inal VPT (Jia et al. 2022), our sequential visual prompts not
only utilize the inherent high-level feature extraction ability
of foundation models, but also inject learnable tokens into
each transformer layer to assign flexible learnability to foun-
dation models to extract the detection feature.

Specifically, we freeze all the parameters of the CLIP
image encoder. Then, we inject visual prompts into each
layer while maintaining the existing injected prompts in
the previous layer. This operation preserves the useful fea-
tures learned from each layer, to promote the learning of
deepfake-related cues. As shown in Fig. 2, the video frames
{xv,t ∈ RC×H×W |t = 1, 2, ...T} extracted from the seg-
ment v ∈ RT×C×H×W are processed via Eq. 1 to obtain the
frame embeddings {E0

v,t ∈ RN×Dv |t = 1, 2, ...T}. Then,
the frozen classification token z0vcls

is prepended to the em-
bedding, and a set of learnable tokens {Pl

v ∈ RNvpt×Dv |l =
1, 2, ...Lv}, i.e., sequential visual prompts, are inserted be-
fore input to every transformer layer. For each layer Ll

v , the
output visual feature at the t-th frame is

zlv,t = Ll
v([z

l−1 ,0
v,t ,Pl

v, z
l−1 ,1
v,t ..., z

l−1 ,N+(l−1)×Nvpt

v,t ]),
(6)

where zl,iv,t represents the i-th token vector in the l-th layer
output at the t-th frame.

Then, the output zLv,1
v,t , which corresponds to the first

newly injected learnable prompt in the last transformer layer,
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is the final image representation with deepfake-related cues.
It is worth noting that our proposed visual prompt is differ-
ent from the original deep visual prompt (Jia et al. 2022),
which replaces the prompt tokens rather than only inserts
the learnable tokens. After extracting the frame-level fea-
tures, the segment-level feature is aggregated by calculating
the average of zLv,1

v,t along the temporal dimension, i.e.,

fv =
1

T

T∑
t=1

zLv,1
v,t . (7)

Based on the segment-level visual feature fv, a visual classi-
fication head is introduced to predict the authenticity of the
visual content. The visual classification head is formed by
two linear layers with a ReLU activation. In this branch, only
the visual classification head and sequential visual prompts
Pl

v are trainable and the cross-entropy loss Lv is adopted as
the objective function.

Audio Prompt Learning and Classification
In the audio branch, we propose short-time audio prompts
to adapt the audio foundation model, e.g., Whisper, to ex-
tract appropriate audio features. Different from the prompt
learning in NLP, which directly injects prompts to the in-
put sequence, we concatenate the learnable audio prompts
to the embeddings along the feature dimension, before input
to each transformer layer.

Specifically, according to the frame rate and audio sam-
pling rate, the audio segment corresponding to the input
frames in the visual branch is obtained. As shown in Fig. 2,
similar to the data preprocessing of Whisper, the audio data
is firstly transformed to the log-mel spectrogram xa. Then,
the spectrogram is processed via Eq. 4. Based on the orig-
inal architecture of Whisper, we introduce a set of train-
able audio prompts Pl

a ∈ R
Nt
2 ×Dp , which are concate-

nated to zl−1
a along the feature dimension, before input to

the l-th layer Ll
a. Since each token in the embeddings con-

tains certain information of a few neighboring time win-
dows, our proposed audio prompts are termed as short-time
audio prompts, which can capture the audio deepfake cues
in a short time period. To ensure that the feature dimensions
are consistent before and after audio prompts concatenation,
a fully connected layer is introduced. Meanwhile, we also
inject a learnable token zag to capture global information
along the temporal dimension. Then, the above process can
be formulated as

zla =

{
Ll
a([zag

,FCl(cat(P
l
a, z

0
a ))]) l = 1

Ll
a([z

l−1 ,0
a ,FCl(cat(P

l
a, z

l−1 ,1 ...
Nt
2

a ))]) l ̸= 1,

(8)
where cat(·, ·) refers to the concatenation operation along
the feature dimension.

Since audio is a sequential signal, we directly calculate
the average of the output embeddings from the last layer
along the temporal dimension, without considering the first
global token, to obtain the segment-level audio feature fa, as

fa =
2

Nt

Nt
2∑

i=1

zLa,i
a . (9)

Similar to the visual branch, the segment-level audio fea-
ture is also fed into an audio classification head, which also
contains two linear layers with a ReLU activation. The train-
able parts of the audio branch are the fully-connected lay-
ers FC1...La

, audio prompts P1...La
a , a global token zag

, and
a classification head. The loss function is the cross-entropy
loss La.

Frame-level Feature Matching and Fusion
Due to the natural alignment of visual content (e.g., lip
movement) and audio signals (e.g., spoken phoneme), both
the uni-modal and multi-modal manipulations can induce in-
consistencies between the two modalities, which is a sig-
nificant clue for multi-modal deepfake video detection. To
better utilize this disharmony, we align the visual and audio
features along the temporal dimension and propose a frame-
level cross-modal feature matching loss function for fine-
grained audio-visual consistency learning.

After the feature extraction in the visual and audio branch,
the visual feature fv and the audio feature fa are obtained:

fv = [zLv,1
v,1 , zLv,1

v,2 , ...zLv,1
v,T ], fv ∈ RT×Dv , (10)

fa = [zLa,1
a , zLa,2

a , ...z
La,

Nt
2

a ], fa ∈ R
Nt
2 ×Da . (11)

To align the audio and visual features along the temporal
dimension and unify the feature dimensions to Df , two 1D
convolutional layers are introduced, as

f
′

v = convv(fv, kv, sv), f
′

v ∈ RT×Df , (12)

f
′

a = conva(fa, ka, sa), f
′

a ∈ RT×Df , (13)

where kv and sv respectively denote the kernel size and
stride of the convolutional layer convv for processing the
visual features. ka and sa respectively represents the kernel
size and stride of the convolutional layer conva for pro-
cessing the audio features. Note that we set sv = kv = 1
and sa = ka = Nt

2T to align the sequence length of these two
features to T .

Then we concatenate the aligned features along the fea-
ture dimension to obtain the fused feature ff ∈ RT×(2·Df ).
At last, the fused feature is aggregated along the temporal
dimension and input to a video classification head, which
contains two linear layers with a ReLU activation.

Besides of the standard cross-entropy loss Lf , we propose
a novel frame-level cross-modal feature matching (CMFM)
loss function, which promotes the learning of the fine-
grained audio-visual consistency features in the final fea-
tures. Specifically, we consider all the frame-level audio-
visual pairs {(f ′p

v,m, f
′q
a,n), ym} in a mini-batch. Here, f

′p
v,m

refers to the visual feature at the p-th frame of the m-th seg-
ment in the mini-batch. Similarly, f

′q
a,n stands for the audio

feature at the q-th frame of the n-th segment in a mini-batch.
ym denotes the label of the m-th segment. For each pair, we
not only consider the labeled data but also utilize the natu-
ral inconsistency of audio and visual content from different

616



Method Acc. AUC

MDS (Chugh et al. 2020)* 96.97 51.93
AV-DFD (Zhou and Lim 2021)* 96.97 52.04
BA-TFD (Cai et al. 2022)* 96.96 54.31
MMtrace (Raza and Malik 2023) 92.90 -
MRDF-CE (Zou et al. 2024) 94.05 92.43
AVFF (Oorloff et al. 2024) 98.60 99.10
AVGraph (Yin et al. 2024) 99.84 99.94

Ours 99.84 99.98

Table 1: Intra-dataset results on FakeAVCeleb. The best re-
sult is highlighted in bold font, and the second-best value is
underlined. The results with * are obtained from the paper
of AVGraph.

segments, to form our loss function as

LCMFM = max(
1

N+
l

B∑
m=1

T∑
p=1

B∑
n=1

T∑
q=1

max(lmp,nq, 0)

+
1

N−
l

B∑
m=1

T∑
p=1

B∑
n=1

T∑
q=1

min(lmp,nq, 0), 0),

(14)

lmp,nq =


α×D(f

′p
v,m, f

′q
a,n) if m = n, ym = 0, p = q

−β ×D(f
′p
v,m, f

′q
a,n) if m = n, ym = 1

−γ ×D(f
′p
v,m, f

′q
a,n) if m! = n

0 otherwise.

(15)

Note that D(·, ·) denotes the cosine distance, B is the size
of a mini-batch, and N+

l (N−
l ) represents the number of the

values greater (less) than zero in the summation process. In-
tuitively, Eq. 14 minimizes the distances between matched
audio-visual features and maximizes the distances between
inconsistent features. Here, we define the inconsistent fea-
tures as the audio-visual embeddings of the fake segments
and the representations of naturally mismatched audio and
visual data from different segments.

Then, the overall loss L of our method is

L = Lv + La + Lf + LCMFM. (16)

Experiments
Experiment Settings
Datasets To validate the performance of our method, we
evaluate our model on FakeAVCeleb (Khalid et al. 2021b),
which contains 500 real videos and 19500 fake videos from
different ethnic groups. To avoid identity leakage, we di-
vide the training, validation, and testing set according to
these ethnic groups. Specifically, the training set consists
of South Asian, East Asian, and American Caucasian, the
validation set contains African, and the testing set contains
European Caucasian. In addition, by following (Feng, Chen,

and Owens 2023; Oorloff et al. 2024), we also evaluate the
methods on a subset of KoDF (Kwon et al. 2021) to assess
the cross-dataset generalization. It is worth noting that our
method in different experiments are exclusively trained on
the training set of FakeAVCeleb, unless otherwise specified.
In this paper, accuracy (Acc.), average precision (AP), and
area under the ROC curve (AUC) are employed as evalua-
tion metrics.

Implementation Details To better extract the audio-visual
consistency feature, all the visual and audio data are firstly
re-sampled to 25fps and 16,000Hz, respectively. Accord-
ing to the frame rate and the audio sampling rate, 16 con-
tinuous frames with corresponding 10240 audio samples
are sampled as input. For convenience, ViT-B/32 CLIP and
the base version of Whisper are employed as our founda-
tion models. The number of the visual prompt tokens Nvpt

is set to 1. The weights of the CMFM loss are as set to
α = 2, β = 2, γ = 1. For the training process, we ran-
domly sample segments from each video and utilize 15 train-
ing epochs with the Adam (Kingma and Ba 2014) optimizer.
The initial learning rate is set to 0.0001, with a reduction by
a factor of 10 occurring at the 12th epoch. In the testing pro-
cess, we sample continuous non-overlapping segments and
compute the averaged segment predictions as the final result.
Note that our method is trained on a single RTX 3080ti GPU
with 25G CPU memory on Ubuntu 20.04.

Comparisons with the Existing Methods
Similar to (Feng, Chen, and Owens 2023; Oorloff et al.
2024; Yin et al. 2024), we evaluate the effectiveness and
generalization ability of our method via intra-dataset evalua-
tion, cross-manipulation evaluation, and cross-dataset evalu-
ation. A variety of state-of-the-art multi-modal deepfake de-
tection methods are selected, including MDS (Chugh et al.
2020), AV-DFD (Zhou and Lim 2021), BA-TFD (Cai et al.
2022), MMtrace (Raza and Malik 2023), AVAD (Feng,
Chen, and Owens 2023), MRDF-CE (Zou et al. 2024),
AVFF (Oorloff et al. 2024), and AVGraph (Yin et al. 2024).
By following (Feng, Chen, and Owens 2023; Oorloff et al.
2024), we also select visual-related methods for cross-
dataset evaluation, including Xception (Rossler et al. 2019),
LipForensics (Haliassos et al. 2021), FTCN (Zheng et al.
2021) and RealForensics (Haliassos et al. 2022). In the ta-
bles, the modality employed by each method has been indi-
cated, i.e., ’V’ denotes the visual-related method and ’AV’
represents the audio-visual multi-modal approach.

Intra-dataset Evaluation As shown in Tab. 1, our method
achieves state-of-the-art performance in terms of both accu-
racy and AUC. Besides, benefiting from the prompt learn-
ing technique, our method only possesses 4.4M learnable
parameters and the training only requires 9 hours on a sin-
gle GPU. Meanwhile, the representation learning network of
AVFF consists of two VideoMAE (Tong et al. 2022) archi-
tectures, which possess more than 174M learnable param-
eters. Similarly, MRDF-CE utilizes modified ResNet-18 as
audio/visual encoders and 12 transformer blocks for feature
fusion, and the overall number of learnable parameter num-
bers is more than 100M. Therefore, compared to the existing
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Method RVFA FVRA-WL FVFA-FS FVFA-GAN FVFA-WL AVG-FV

AP AUC AP AUC AP AUC AP AUC AP AUC AP AUC

AV-DFD 74.9 73.3 97.0 97.4 99.6 99.7 58.4 55.4 100. 100. 88.8 88.1
AVAD (LRS2) 62.4 71.6 93.6 93.7 95.3 95.8 94.1 94.3 93.8 94.1 94.2 94.5
AVAD (LRS3) 70.7 80.5 91.1 93.0 91.0 92.3 91.6 92.7 91.4 93.1 91.3 92.8
AVFF 93.3 92.4 94.8 98.2 100. 100. 99.9 100. 99.4 99.8 98.5 99.5

Ours 97.1 95.5 99.9 99.9 100. 100. 100. 100. 100. 100. 99.9 99.9

Table 2: Cross-manipulation results on FakeAVCeleb when testing on each forgery type after training on the remaining fours.
The best results are highlighted in bold font, and the second-best results are underlined. The results of other methods are
obtained from the paper of AVFF.

Method Modality AP AUC

Xception V 76.9 77.7
LipForensics V 89.5 86.6
FTCN V 66.8 68.1
RealForensics V 95.7 93.6

AV-DFD AV 79.6 82.1
AVAD AV 87.6 86.9
AVFF AV 93.1 95.5
Ours AV 96.6 94.5

Table 3: Cross-dataset results on a subset of KoDF, after
training on FakeAVCeleb. The best results are highlighted
in bold, and the second-best results are underlined. The re-
sults of other methods are obtained from the paper of AVFF.

approaches, our proposed single-stage method can achieve
state-of-the-art performance with significantly lower train-
ing cost.

Cross-manipulation Evaluation Here, we consider five
manipulation categories in FakeAVCeleb by follow-
ing (Feng, Chen, and Owens 2023; Oorloff et al. 2024): a)
RVFA: real visual content with fake audio manipulated by
SV2TTS; b) FVRA-WL: real audio with fake visual con-
tent manipulated by Wav2Lip; c) FVFA-FS: fake visual con-
tent manipulated by Faceswap and Wav2Lip, and fake au-
dio manipulated by SV2TTS; d) FVFA-GAN: fake visual
content manipulated by FSGAN and Wav2Lip, and fake
audio manipulated by SV2TTS; e) FVFA-WL: fake visual
content manipulated by Wav2Lip, and fake audio manip-
ulated by SV2TTS. Benefiting from our proposed multi-
modal prompts and fine-grained audio-visual consistency
learning, Tab. 2 shows that our method outperforms other
multi-modal methods when tested on the unseen category
after training on the remaining four categories. Note that the
performance of our method on RVFA outperforms the state-
of-the-art method AVFF by 3.8% in AP and 3.1% in AUC,
when training on the fake visual content.

Cross-dataset Evaluation We also investigate the gen-
eralization ability of the proposed method by conduct-
ing cross-dataset evaluation by following (Feng, Chen, and
Owens 2023; Oorloff et al. 2024). The experimental results

on a subset of KoDF (Kwon et al. 2021) are shown in Tab. 3.
It can be observed that our method outperforms RealForen-
sics by 0.9% in both AP and AUC. Note that our perfor-
mance is on par with AVFF, which is a two-stage method
with much more learnable parameters than our single-stage
FM-based prompt learning method.

Ablation Study
Effect of Multi-modal Learning To demonstrate the im-
portance of multi-modal learning, we train the audio branch
and the visual branch separately. Besides, we report the per-
formance without using LCMFM to validate the efficacy of
our frame-level cross-modal feature matching loss function.
To reveal the uni-modal performances, we additionally in-
troduce Acc.{v,a} and AUC{v,a}. As shown in Tab. 4, though
the uni-modal methods can achieve good performances in
the corresponding modality, practical deepfake videos tend
to possess multi-modal manipulations, which limits the ap-
plicability of uni-modal methods. In addition, it can be ob-
served that the introduction of LCMFM greatly improves
the cross-dataset generalization ability, i.e., it brings 17.0%
gains in terms of accuracy and 4.4% gains in term of AUC,
which reveals that the natural alignments between audio and
visual content are effective in mitigating the overfitting prob-
lem.

Effect of Multi-task Learning Our proposed method not
only outputs the result of the input video, but also predicts
the authenticity of each modality. Here, we explore the ef-
fect of the multi-task learning strategy in our method. As
shown in Tab. 5, after discarding La or Lv, the impact is not
significant when the distributions of the training and testing
sets are consistent, i.e., both the training and testing sets are
from FakeAVCeleb. On the contrary, the performance drops
sharply when the method is tested on the unseen dataset,
i.e., KoDF. These experimental results demonstrate that the
multi-task learning strategy in our method can obviously im-
prove the generalization ability.

Effect of Sequential Visual Prompts To reveal the effec-
tiveness of our sequential visual prompts, we replace our in-
jection operation with the original prompt replacing opera-
tion in VPT (Jia et al. 2022). The 4th row in Tab. 5 shows that
our proposed sequential visual prompts possess better gen-
eralization ability than the original approach in VPT, which
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Audio
Branch

Visual
Branch LCMFM

FakeAVCeleb KoDF

Acc. AUC Acc.v AUCv Acc.a AUCa Acc. AUC

55.2 79.6 - - 99.4 99.9 - -
97.6 98.5 99.8 99.9 - - 61.5 93.6
99.8 99.9 99.8 99.9 99.7 100. 75.0 90.1
99.8 99.9 99.8 99.9 100. 100. 92.0 94.5

Table 4: Performances of each branch and the effect of LCMFM when conducting intra-dataset evaluation on FakeAVCeleb and
cross-dataset evaluation on KoDF. The best results are highlighted in bold font.

Method FakeAVCeleb KoDF

Acc. AUC Acc. AUC

Ours 99.8 99.9 92.0 94.5
w/o La 99.5 99.9 73.5 86.9
w/o Lv 99.8 99.9 77.5 90.3
VPT-replacing 99.8 99.9 86.5 90.2
segment-level loss 99.9 99.9 90.0 90.6

Table 5: Results on different losses and prompt adding oper-
ation. The best results are highlighted in bold font.

proves the superiority of our visual prompts.

Effect of Frame-level Cross-Modal Feature Matching
Experimental results (the 5th row in Tab. 5) indicate that the
introduction of the proposed frame-level loss function can
bring better generalization ability compared to the segment-
level loss function. Meanwhile, we also visualize the co-
sine distance of the frame-level audio-visual features of
the FakeAVCeleb test samples, under the supervision of
segment-level loss (Fig. 3 (a)) and frame-level loss (Fig. 3
(b)). It is obvious that the distance distribution depicted in
Fig. 3 (b) exhibits greater orderliness, with real samples dis-
playing smaller audio-visual feature distances compared to
fake samples. In addition, in Fig. 3 (b), the distance between
the real data distribution and the distributions of different
types of deepfakes meets our expectations. Specifically, due
to the decent performance of Wav2Lip, the lip movement
and audio of the FVFA data are more synchronized than oth-
ers, which results in smaller audio-visual feature distances
than the other fake data. More than half of the FVRA data is
manipulated by face swapping methods, i.e., FaceSwap and
FSGAN, which swap identities while maintaining the facial
expression. However, they have limitations in fine-grained
expression generation, which tends to induce inconsisten-
cies between lip movement and corresponding audio. Thus,
the audio-visual feature distance of FVRA manipulated data
is usually larger than FVFA. Since the RVFA data is not
lip-synchronized in FakeAVCeleb, its corresponding audio-
visual feature distances are usually the largest. Based on the
above analysis, our frame-level cross-modal feature match-
ing loss function is effective for fine-grained multi-modal
feature matching.

Figure 3: The visualizations of the cosine distances between
the frame-level audio-visual features of the FakeAVCeleb
test samples under the supervision of (a) segment-level and
(b) frame-level cross-modal feature matching loss.

Conclusion

In this paper, we propose the first multi-task audio-visual
prompt learning method for multi-modal deepfake video de-
tection, by exploiting multiple foundation models. Based on
the characteristics of input data, we propose novel sequen-
tial visual prompts and short-time audio prompts, which
consider both the intra-modality artifacts and inter-modality
consistencies. To utilize the natural alignment of the visual
content and the audio signal and learn fine-grained audio-
visual consistency embeddings, we propose a frame-level
cross-modal feature matching loss function. Extensive ex-
periments demonstrate the effectiveness and superior gener-
alization ability of our method.

In this work, we utilized CLIP and Whisper as the visual
and audio foundation models. In the future, we will further
explore to apply the proposed approach to other foundation
models, and solve more complicated problems such as deep
forgery localizations.
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